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 Abstract 

In order to determine a person's age and gender from 

their speech data, this article explores deep learning 

methods. In order to determine the speaker's age, we 

compare logistic regression with long short-term 

memory networks, and we talk about a comparison of 

these two methods for predicting gender. The 

findings show that the LSTM model outperforms 

logistic regression and other machine learning 

models and Bayesian networks when it comes to 

gender prediction; moreover, the hybrid method 

accurately categorizes the ages. A few of these 

techniques show promise for potential use in 

healthcare and virtual assistants. 
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 I. INTRODUCTION 

We see a lot of promising uses for this in healthcare, 

user profiling, and tailored marketing, where we can 

improve the user experience by accurately predicting 

their age and gender. Therefore, we use a 

combination of conventional and deep learning 

techniques to make gender and age predictions from 

audio data in this work. Logistic Regression was used 

for the classification purpose in the gender prediction 

task, whereas KMeans clustering was employed for 

the age prediction task using SVM. Deep learning, 

particularly Long Short-Term Memory (LSTM) 

networks, catches rather complex, time-dependent 

patterns in the audio data, although traditional 

approaches give high efficiency and 

understandability as well. Applying KMeans 

clustering in conjunction with Logistic Regression, 

this article seeks to compare LSTM models with 

Logistic Regression in terms of gender prediction and 

age prediction. Also, it will explain the optimum 

strategy to demographic prediction by evaluating 

each model according to the specified performance 

measures, such as recall, accuracy, and precision. The 

field of human-computer interaction, healthcare, and 

customer service is given the utmost priority when it 

comes to voice-based demographic prediction. 

Although LSTMs and other deep learning approaches 

are still in their infancy in these fields, they provide a 

significant improvement over traditional methods for 

predicting outcomes from sequential audio data. As a 

result, the LSTM may achieve more accurate 

predictions than approaches using conventional 

models by realizing deeper temporal connections. 

There are three major ways in which this work 

contributes: First, it proves that LSTM can be used 

for gender classification. Second, it offers a new 

KMeans-based method to age prediction based on 

unsupervised learning. Third, it compares LSTM-

based models for gender classification to Logistic 

Regression models. According to the findings of the 

experiment, combining conventional approaches with 

the idea of deep learning might further increase the 

accuracy of demographic predictions. To ensure that 

our models are age-and gender-sensitive, we combine 

statistical and spectral parameters with voice data. 

This allows us to account for the frequency and 

variety of speech. For tasks involving voice-based 

prediction, the well-organized pipeline for initial 

work, feature selection, model construction, and 
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assessment phases offers a highly repeatable 

architecture. 

 By combining deep learning's adaptability with the 

interpretability of more conventional models, a 

hybrid method is created. The area of voice-based 

demographic prediction and human-centered AI is a 

new one, and it helps fill that gap. The expansion of 

voice data can only lead to better demographic 

prediction and, by extension, more tailored, context-

aware services. This study paves the way for 

additional advancements in speech data analytics and 

promotes investigation into more intricate deep 

learning models that may be created to enhance 

prediction accuracy. 

II. LITERATURE SURVERY 

While the aforementioned CNN-RNN architecture is 

effective in detecting speech pathology and 

integrating features, it has the drawback of being too 

concentrated on vowels to be considered 

generalizable [6]. Both XGBoost and neural networks 

perform well in gender classification, although they 

are computationally intensive [7]. Although difficult 

to implement, CNN's Multi-Attention Modules are 

useful for age and gender identification, especially 

when it comes to the challenging challenge of 

collecting spatial-temporal data [8]. Although it 

sometimes requires huge computation, spatial-

temporal characteristics may be effectively encoded 

using 3D CNNs paired with attention mechanisms[9]. 

Gender identification of a speaker based on Their 

voice's intensity may be accurately measured by 

fitting a polynomial curve; however, this method 

relies on a tiny dataset and is not resistant to changes 

in loudness. The number ten. 

 

 

III. METHODOLOGY 

deep learning techniques, such as LSTM networks, 

for predicting gender and KMeans Synthetic age 

grouping by clustering. The advantage is that it 

captures subtle trends in gender and age prediction by 

using both statistical and spectral information from 

speech data. 

 A novel approach for voice-based demographic 

prediction is developed, and the model's accuracy and 

resilience are fine-tuned, via the pipeline's vigorous 

preprocessing,  

feature selection, and thorough assessment. This 

study's technique primarily focuses on two main 

tasks: predicting gender and age using speech data. 

Preprocessing data, selecting features, constructing 

models, and evaluating them are all steps in a 

pipeline. Below you can find details about each job 

and the models that were used:  

3.1: Dataset 
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The used Voice Gender dataset is composed of audio 

recordings of both male and female speakers and 

includes a wide range of acoustic characteristics. 

Features of the audio stream that may be quantified 

statistically include things like pitch and frequency. 

Obviously, there is no room for nuance in the gender 

classification.  

In this case, we create a synthetic age group from the 

feature distribution using clustering algorithms so 

that we can forecast ages. 3.2 Scanning for Features 

Previous research in the field of voice processing 

served as the basis for the characteristics used. Here 

are eleven features,  

including spectral characteristics and statistical 

qualities of the voice, that are most significant to the 

research summaries: the mean fun, which is the 

average pitch or fundamental frequency of the vocal 

stream. Interquartile range (IQR): (1) 

 

as a result of age and gender. We created a pair plot to 

help you see the distribution and connection of the 

characteristics you choose. Potentially discriminating 

patterns may be traced with the use of such a plot. 

This license is only valid for usage at Zhejiang 

University.  

Streamed live on May 20, 2025, with both male and 

female presenters. Figures 1 and 2 show the gender-

and age-specific data points in the pair-wise 

association between the key traits. If you want to 

improve your predictive modeling, this visualisation 

may show you how the characteristics are distributed 

and, perhaps, how they cluster depending on gender. 
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fig1: Pair plot of selected acoustic features 

separated by gender. 

 

fig2: Pair plot of selected acoustic features 

separated by age. 

3.3 Cleaning Up the Data In order to prepare a raw 

dataset for machine learning, it must first undergo 

preprocessing. If a dataset contains missing values, 

missing value handling will either fill them in using 

the feature's mean or eliminate them altogether. The 

goal variable "gender" is encoded as a binary value 

using "male labeling given 1" and "female labeling 

given 0" in label encoding for gender prediction. To 

scale the input characteristics, we use a tandardScaler 

from Scikit-learn. This is because the input sizes have 

a significant impact on machine learning algorithms. 

All features are normalized to have a mean of 0 and a 

standard deviation of 1 after this. I think that's a great 

way to get the model to converge faster. 

 

3.4 Models for Gender Prediction Logistic 

Regression (LR) and Long Short-Term Memory 

(LSTM) were the two ML models used for gender 

prediction. 4.3.1 Logistic Regression (LR) The 

baseline classifier for gender categorization was 

logistic regression. LR is a linear model for binary 

classification that is both simple and powerful. 

Actually, it determines the likelihood that a sample is 

male or female. With the binary target labels male=1 

and female=0, as well as the chosen characteristics 

including meanfun, IQR, sd, sfm, Q25, median, 

mode, Q75, and centroid, the logistic regression 

model was trained. 

 

During model training, the data is precisely divided 

into a training set (60 percent of the total) and a 

testing set (40 percent of the total) using the train test 

split function from Scikit-learn. The next step is to 

train the LR model using the training data.  

Criteria for Assessment: The model's performance 

might be measured by its accuracy, specificity, recall 

(or sensitivity), confusion matrix, and recall. 

Indicators of how male and female speakers are being 

distinguished include these. 

 

Section 3.4.2: LSTM (Long Short-Term Memory)  

A recurrent neural network is what Long Short-Term 

Memory (LSTM) is. This function type was chosen 

because it can capture temporal dependencies in 

sequential data. Voice qualities, such pitch changes, 
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have inherent sequential linkages. A 3D tensor with 

dimensions (samples, timesteps, features) must be 

created from the feature matrix before the LSTM can 

be used. Here, there is a total of ten samples, and 

each sample has a number of characteristics and one 

timestep. After playing around with several 

hyperparameters, we settled on the following setup 

for the LSTM model to maximize its performance: In 

order to avoid overfitting, the model incorporates a 

dropout layer with a rate of 0.3 after two 100-unit 

LSTM layers. Since the Adam optimizer offers 

adaptable learning rates that improve training, we 

used it with a learning rate of 0.001.stability. For 

optimal computational efficiency and generalizability 

of the model, a batch size of 32 was used.  

For speech signals, LSTM outperformed Logistic 

Regression due to its ability to capture sequential 

dependencies. For modeling dynamic changes in 

pitch, frequency, and speech patterns, LSTM is 

preferable than Logistic Regression since it analyzes 

temporal fluctuations, unlike Logistic Regression, 

which assumes feature independence. 

 

3.5 Age Indicators for Future Use To generate 

artificial age groups prior to classification, a hybrid 

strategy combining K-Means clustering and Logistic 

Regression was used. We compared this approach to 

more conventional ML models like SVM and 

Decision Trees. Deep learning algorithms, such as 

CNNs, have shown efficacy in demographic 

categorization; however, they need much more 

computer power and bigger datasets. Improving 

classification accuracy was greatly influenced by the 

feature selection method. Meanfun, IQR, and spectral 

centroid are statistical characteristics that captured 

major fluctuations in speech sounds and enabled 

Logistic Regression and LSTM. In order to improve 

the model's performance, the data was clustered 

before categorization.  

3.5.1 Clustering in KMeans The dataset is partitioned 

into six age groups using KMeans clustering. The 

anticipated distribution of age groups: 0–10, 11–20, 

21–30, 31–40, 41–60, and 60+ is used to pre-define 

the number of clusters. The scaled features undergo 

KMeans clustering, with each sample being allocated 

to a specific cluster. The synthetic age groupings are 

these clusters. (11) 3.5.2 Predicting Age via Logistic 

Regression Logistic Regression is used for 

categorization into these age groups after clustering. 

The age groups are considered as categorical labels.  

There is a 60% training set and a 40% testing set 

made from the same dataset. Scaled features and 

labels for age groups are used to train the model. 

Precision, MSE, and RMSE are the metrics we use to 

evaluate the model's operation. The accuracy of the 

forecast may then be measured numerically. 

 

Visualizing Data (3.6) The distribution of 

characteristics and anticipated values may be better 

understood with the help of data visualization:  

Figure 1 and Figure 2 show the produced pairplots of 

the most significant characteristics, color-coded 

according to the anticipated gender and age 

categories. The data distribution and class separation 

may be visually examined in this way. A confusion 

matrix, as seen in figure 3, is 

 

displayed for the LSTM model to show how well the 

model predicts gender labels (male/female).  

 



Vol.15, Issue No 2, 2025 

IRACST – International Journal of Computer Networks and Wireless Communications (IJCNWC), ISSN: 2250-3501 
 

 

1113 

fig3: Confusion matrix for LSTM-based gender 

classification. 

Figure 4 shows that the distribution of the'meanfun' 

characteristic differs for male and female voices. 

When compared to female vocals, the frequency 

range of male voices is often lower. Model training 

benefits from this kind of plot because it shows how 

gender class separability is reflected in voice pitch. 

 

fig4: Distribution of 'meanfun' for male and 

female voice samples. 

 

IV. RESULT & DISCUSSION 

For voice-based classification, the research compared 

several ML methods. With a total of 98.5% accuracy, 

LSTM topped the gender prediction charts, followed 

by SVM at 97.8% and K-Nearest neighbors at 97.8%; 

LDA and LR both managed 97.7%. Logistic 

Regression was able to attain an accuracy rate of 98.6 

percent in age categorization. 

Table 1: Performance Comparison of Gender 

Classification Models 

 

Table 2: Age classification performance metrics 

 

Comparative study utilizing the Relief algorithm 

verified our feature selection strategy; it utperformed 

all other models, while the LSTM architecture had 

previously shown its superiority. The end result 

accomplishes the objective of establishing the 

methodology's efficacy for demographic 

categorization using speech. 

V. CONCLUSION 

By comparing our feature selection technique to 

others, we found that the Relief algorithm 

consistently produced the best results across all 

models, proving that our features were relevant. 

Specifically, the LSTM architecture demonstrated a 

distinct benefit prior to implementing Relief, 

highlighting its capability to capture the temporal 
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patterns necessary for demographic categorization 

using speech. This finding provides further evidence 

that our technology is capable of reliably predicting 

demographic features from audio data. 
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